
Incremental Cross-view Mutual Distillation for Self-supervised Medical CT Synthesis
Chaowei Fang1 Liang Wang1 Dingwen Zhang2 Jun Xu3 Yixuan Yuan4 Junwei Han2

1Xidian University   2Northwestern Polytechnical University 3Nankai University   4City University of Hong Kong

Background

➢ Computer tomography scans are usually acquired with low intra-slice

resolution and the ground-truth intermediate medical slices are

always absent in clinical use.

➢ Improving the intra-slice resolution is beneficial to the disease

diagnosis for both human experts and computer-aided systems.

Target

This paper aims at building a medical slice synthesis model to increase

the inter-slice resolution of an input 3D volume.

Motivation

➢ Intermediate slices can be generated by interpolating slices in the

axial view or interpolating pixels in the coronal/sagittal view.

➢ Structural information appears to have different characteristics

across views, and models learned from different views have their

superiority.

Approach

➢ Axial-View Slice Interpolation:

➢ Coronal/Sagittal-View Pixel Interpolation: HAN [Niu et al.,2020].

➢ Training Process:

‒ Single-view Internal Learning :

▪ Regarding down-sampled CT and original CT as training samples

▪ Using mean square error to calculate losses for predicted images and their wavelet coefficients

‒ Incremental Cross-view Mutual Distillation: 

‒ Overall Training Loss:

Experimental Results

➢ Quantitative Comparison

➢ Qualitative Comparison

➢ Ablation Study

Conclusion

➢ This work proposes an incremental cross-view mutual distillation

pipeline to tackle the CT slice synthesis task.

➢ The mutual distillation between each view and incremental

learning process contributes to a slice synthesizer with appealing

performance.

➢ Extensive experiments on the CT dataset demonstrate the

superiority of our method against existing slice synthesis methods.

‒ Memory Bank Regularization:


